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DIRITTO E POLICY DEI NUOVI MEDIA

La Collana “Diritto e Policy dei Nuovi Media” ha come obiettivo primario quello
di raccogliere volumi monografici di carattere scientifico che esplorino, con me-
todo comparatistico e con vocazione transnazionale, i trend di evoluzione (e di
involuzione) del rapporto tra regolamentazione giuridica ed assetto dei media che
caratterizzano non soltanto l’esperienza italiana, ma anche quella di ordinamenti
stranieri, siano essi parte o meno dell’Unione europa. Uno dei fili conduttori che
contraddistinguono i volumi pubblicati in Collana è l’attenzione alle modalità di
protezione dei diritti fondamentali nelle nuove piattaforme tecnologiche ed alle
delicate operazioni di bilanciamento che spettano ai giudici nazionali ed europei.

In “Diritto e Policy dei Nuovi Media” sono pubblicate opere di alto livello scientifico, anche
in lingua straniera per facilitarne la diffusione internazionale.

I direttori approvano le opere e le sottopongono a referaggio con il sistema del « doppio
cieco » (« double blind peer review process ») nel rispetto dell’anonimato sia dell’autore, sia
dei due revisori che sceglie: l’uno da un elenco deliberato dal comitato di direzione, l’altro
dallo stesso comitato in funzione di revisore interno.

I revisori rivestono o devono aver rivestito la qualifica di professore universitario di
prima fascia nelle università italiane o una qualifica equivalente nelle università straniere.

Ciascun revisore formulerà una delle seguenti valutazioni:
a ) pubblicabile senza modifiche;
b ) pubblicabile previo apporto di modifiche;
c ) da rivedere in maniera sostanziale;
d ) da rigettare;

tenendo conto della: a ) significatività del tema nell’ambito disciplinare prescelto e ori-
ginalità dell’opera; b ) rilevanza scientifica nel panorama nazionale e internazionale; c )
attenzione adeguata alla dottrina e all’apparato critico; d ) adeguato aggiornamento norma-
tivo e giurisprudenziale; e ) rigore metodologico; f ) proprietà di linguaggio e fluidità del
testo; g ) uniformità dei criteri redazionali.

Nel caso di giudizio discordante fra i due revisori, la decisione finale sarà assunta
dai direttori, salvo casi particolari in cui i direttori medesimi provvederanno a nominare
tempestivamente un terzo revisore a cui rimettere la valutazione dell’elaborato. Le schede
di valutazione verranno conservate, in doppia copia, in appositi archivi.

Il termine per la valutazione non deve superare i venti giorni, decorsi i quali i direttori
della collana, in assenza di osservazioni negative, ritengono approvata la proposta.

Sono escluse dalla valutazione gli atti di convegno, le opere dei membri del comitato e
le opere collettive di provenienza accademica. I direttori, su loro responsabilità, possono
decidere di non assoggettare a revisione scritti pubblicati su invito o comunque di autori di
particolare prestigio.
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PROLOGUE

Gustavo Ghidini(1)

“The pace of progress in artificial intelligence is incredibly fast. It is growing 
at a pace close to exponential”. Tis popular quote of Elon Musk on the 
futurology site Edge.org really fits to the genesis of this Volume, which 
has its roots in the Conference on AI and its legal and regulatory impli-
cations held in October 2022. Tere was at that time a clear perception 
of the relevance of the AI as disrupting technology, since it was capable 
of replicating (and even passing) human abilities, but it was only one 
month later, in November 2022, with the launch of Chat GPT that a 
widely accessible Generative AI tool has changed the scenario and made 
everyone understand how crucial was a collective research in this area of 
the law. Just one month and the “pace of progress” has imposed to re-
think the analysis on AI and its legal implications. Tis Volume essen-
tially tries to offer a large-spectrum analysis of many legal issues related 
to AI and Generative AI, from antitrust to consumer laws, from privacy 
to fundamental rights, from product safety to intellectual property.

And of course, a big role is played by the regulatory aspects, which is 
by the way invoked by many of the most enthusiast promoters of the AI 
revolution. Just to mention again Elon Musk: “I’m increasingly inclined 
to think that there should be some regulatory oversight, maybe at the na-
tional and international level, just to make sure that we don’t do something 

(1) Professor Emeritus, University of Milan and Senior Professor of Intellectual Property 
and Competition Law, LUISS University, Rome, Italy.
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14 Gustavo Ghidini

very foolish” but also Sam Altman, the 38-year-old Stanford University 
dropout and tech entrepreneur founder of OpenAI said during his tes-
timony before the US Congress that: “If this technology goes wrong, it 
can go quite wrong. And we want to be vocal about that. We want to work 
with the government to prevent that from happening”. Regulators are en-
gaged in the attempt to govern the AI phenomenon but the approaches 
– and the degree of engagement – are different. Te European Union 
is going to approve in early 2024 a EU AI Act, that represents a pre-
scriptive legislative framework based on the EU model for product safe-
ty legislation, whose provisions will take likely effect within two years 
from publication (even before for those provisions on prohibited AI 
systems and on transparency obligations for Generative AI). It imposes 
legislative obligations at all stages of the lifecycle of an AI system, from: 
training, testing and validation; to conformity assessments; risk man-
agement systems; and post-market monitoring.

Te UK approach focuses on guidance for specific sectors and risks. 
Such approach outlines 5 principles that UK regulators should con-
sider to best facilitate the safe and innovative use of AI in the indus-
tries they monitor: (1) safety, security and robustness; (2) transparen-
cy and explainability; (3) fairness; (4) accountability and governance; 
and (5) contestability and redress. Tese principles are based on the 
OECD’s AI principles (Organisation for Economic Co-operation and 
Development). Instead of assigning responsibility for AI governance 
to a new single regulator, the UK Government is empowering exist-
ing regulators to come up with tailored approaches for specific sectors.

On 30th October 2023 US President Biden issued an Executive 
Order – as such addressed to the US Federal Agencies (thus, with no di-
rect effect for companies and individuals) to ensure that America leads 
the way in seizing the promise and managing the risks of artificial intel-
ligence (AI). Te Executive Order establishes new standards for AI safe-
ty and security, protects Americans’ privacy, advances equity and civil 
rights, stands up for consumers and workers, promotes innovation and 
competition, advances American leadership around the world.

China’s three most concrete and impactful regulations on algo-
rithms and AI are its 2021 regulation on recommendation algorithms, 
the 2022 rules for deep synthesis (synthetically generated content), 
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and the 2023 draft rules on safety requirements for generative AI. 
Information control is a central goal of all three measures, but they also 
contain many other notable provisions. Te rules for recommendation 
algorithms bar excessive price discrimination and protect the rights of 
workers subject to algorithmic scheduling. Te deep synthesis regula-
tion requires conspicuous labels be placed on synthetically generated 
content. And the draft generative AI regulation requires both the train-
ing data and model outputs to be “true and accurate”.

In order to better understand AI we cannot focus just on the legal 
side: a prior in-depth appraisal is crucial of what stands behind the la-
bel of an “intelligence” which is “artificial”. Hence this Volume opens 
with the contributions of technicians, computer scientists, tech phi-
losophers, economists who help us understanding this new technol-
ogy. What we will discover could be a bit surprising. Te AI is not 
so (so far…) “intelligent”, at least as a human can be, since it is able 
to build efficient probabilistic schemes starting from the training on 
large amounts of data, so as to offer answers that are perceived simi-
lar to those generated by human beings. Te AI can analyze in a very 
short timeframe huge amounts of data and use them to take decisions 
based on probability. But of course, errors and bias can be caused by 
the training or by the data themselves. “Datum” is past participial, so, 
while society is evolving, data just reflect schemes from the past. So, 
robots’ ‘creativity’ is however depending (so far…) from prior human 
experience(s). 

Te Generative AI (GenAI) is capable, yes, of creating a variety of 
contents (as well as other forms of expression, such as the software 
source code) but in the absence of an apparent predominant human 
contribution such contents are s generally deemed as unable to enjoy 
IP protection – which of course doesn’t at all mean that they cannot be 
lawfully exploited. 

Take e.g. a case concerning dedicated to IP protection of GenAI’s 
visual art work (Thaler vs Perlmutter, decided by the United States 
District Court for the District of Columbia on 18th August 2023). 
Stephen Taler owns a computer system called the “Creativity 
Machine”, which he claims generated a piece of visual art of its own ac-
cord. He sought to register the work for a copyright in the US, listing 
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the computer system as the author and explaining that the copyright 
should transfer to him as the owner of the machine. Te US Copyright 
Office denied the application on the grounds that the work lacked hu-
man authorship. Te District Court confirmed the decision of the US 
Copyright Office. Nonetheless, the District Court recognizes that the 
attenuation of human creativity from the actual generation of the final 
work via AI will prompt challenging questions regarding how much 
human input is necessary to qualify the user of an AI system as an “au-
thor” of a generated work but such issue couldn’t be addressed in the 
context of the “Creativity Machine” case, since the plaintiff decided 
to go through an application for copyright registration alleging that 
the artwork was autonomously generated by AI and thus requiring the 
Court to rule only on the question of whether a work generated auton-
omously by a computer system is eligible for copyright. 

In another case, the Italian Supreme Court (Court of Cassation, 
Civil Section 1, order 1107 of 16th January 2023) did not exclude the 
possibility of copyright protection for machine learning generated 
works with an adequate level of involvement of a human author and 
with a factual scrutiny to be conducted on the merits.

In this perspective, an adequate valorization of the argument of cop-
yright protection for AI outputs depending on the level of human in-
volvement led a Chinese Court to a ruling in favor of copyright pro-
tection. In Shenzhen Tencent v. Shanghai Yingxun (Nanshan District 
People’s Court, Shenzhen, Guangdong Province on December 24, 
2019), the Court found that the content generated by the Dreamwriter 
AI software constituted a written work, since the work at stake was gen-
erated by the creative team of the plaintiff Shenzhen Tencent using the 
Dreamwriter AI software; more in detail the arrangement and selection 
of the creative team in terms of data input, trigger condition setting, 
template and corpus style choices are intellectual activities that have a 
direct connection with the specific expression of the article involved.

On patent side, it is worth mentioning the DABUS case and 
some interesting evolutions in the approach in patenting AI software. 
DABUS is an AI machine developed by a team of scientists, which has 
a system of many neural networks that generate new ideas by altering 
the network interconnections and is able to operate autonomously to 
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create inventions. DABUS generated output that became the basis for 
two patent applications. Te patent applications indicating the robot as 
inventor were rejected on the basis that the inventor was not a natural 
person. More in detail, the Boards of Appeal of the EPO confirmed the 
decision of the Receiving Section of the EPO to refuse the application 
in which the AI system DABUS was designated as inventor in the ap-
plication form. Te Boards of Appeal dismissed the application based 
on its interpretation of Article 81 EPC and defined the inventor as a 
natural person with legal capacity. As a matter of fact, indeed, the pro-
cedural rules on patent applications require the indication of the per-
son who created the invention. Te misunderstanding of these posi-
tions lies first of all in not taking into account that tens of thousands of 
patents have already been granted around the world on algorithmic ide-
as. Te patentability of software has been accepted for decades, as ‘soft-
ware patents’ (what is AI if not software?!), under the general condition 
that they produce a “technical effect” beyond the mere interaction with 
the hardware’s electric circuits. 

Anyway, there are recent signs of an evolution in favor of patents on 
AI’s ‘products’. 

Te Court of Appeal of England and Wales (Court of Appeal of 
England and Wales, Civ 1374, 21 September 2021) held unanimously 
that only a natural person could be considered an inventor in the mean-
ing of the Patents Act 1977, and, therefore, concluded that DABUS 
has no right to be called an inventor under the current legislation. 
Nevertheless, the Judges disagreed regarding the issue of whether an 
honest subjective belief in the identification of the inventor and the 
applicant’s derivation of title from the inventor was sufficient to sat-
isfy the requirements of Section 13(2) of the Patent Act. Birss LJ ex-
plained that he finds it surprising that an invention was denied a pat-
ent when the applicant in good faith was unable to identify an inventor 
with a valid explanation. According to Birss LJ, Section 13.2 requires 
the applicant to disclose who they genuinely believe the inventor to be; 
in a case where this can be done in a satisfying way, such as explaining 
that there is no inventor under the meaning of current patent law since 
the invention was generated by an AI, no further obligation should be 
enforced.



18 Gustavo Ghidini

Also, the German Federal Patent Court (Federal Patent Court, Case 
11 W (pat) 5/21, 11 November 2021) decided that it is not allowed to 
designate an AI as the inventor for a national German patent applica-
tion. Nevertheless, the Court held that the catalogue of information 
items required under the German Patent Ordinance to be submitted 
within the inventor designation is non exhaustive and permits indi-
cating additional information regarding the genesis of an invention. 
Accordingly, the Court allowed a designation of inventor where the ap-
plicant had designated himself, with an addition that he has caused the 
AI system DABUS to generate the invention.

Moreover, since the ability of the AI to decide or to generate is based 
on the training data, a lot of discussions are still on going on the trans-
parency of the training of the most famous Generative AI tools and a 
lot of voices are arising regarding the fact that such training was based 
on an unauthorized exploitation of copyrighted contents. 

In the US, two class actions were filed against OpenAI, one main-
ly focused on alleged data breach and based only on alleged copyright 
infringements. But other class actions were directed against Google 
for Bard and Gemini and against Meta for LLAmA. To complete 
this picture, we need to consider that in the US the US Federal Trade 
Commission (“FTC”) has opened an investigation into OpenAI aimed 
at verifying whether it has violated US consumer protection law. In the 
UK the High Court of Justice of England and Wales is dealing with a 
copyright case between Getty Images (US) Inc. and others vs Stability Al 
Ltd. It is likely that some answers to the regulatory needs on AI (and 
especially on GenAI) will arrive from the outcomes of such civil or ad-
ministrative actions.

Tus, there is a significant friction between the existence of exclu-
sive rights on data, sets and data and works that can be used by AI sys-
tems, and their typical (technical) “mode of production”. In fact, the 
owners of prior IP rights on those, could “throw sand into the AI en-
gine”, acting on the basis of their exclusive/exclusionary rights, thereby 
asking for the blocking and/or removal of the protected works they cre-
ated: precisely because, to function, that engine requires the widest and 
most as quickly as possible to enormous quantities of data and works 
– amongst which there is inevitably a number of IP protected ones. 
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Hence the proposal de lege ferenda (but based on a positive law mod-
el, albeit of restricted object) I submitted in my recent article “What 
IP owes to antitrust—and which IP paradigm is required to foster in-
novation and creativity in the digital era”, in Queen Mary Journal of 
Intellectual Property, vol. 13, n. 4 (2023) pp. 1-7. It’s the proposal to 
adopt a normative model based on third parties’ right of open paying 
(FRAND) access. A model that might reconcile GenAI’s production ne-
cessities with the legitimate interests of IP-entitled authors of (utilitar-
ian or ‘intellectual’) digital works to an adequate compensation from 
AI entrepreneurs.

****
Maybe you will not find in this Volume all the answers to the many 
legal issues that the AI is determining but for sure the number of con-
tributions and the expertise of the many Authors will guide you in a 
better understanding of the impacts of the AI.


