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Introduction 
 

 
 

The need to face technologies subject to rapid change requires 
to operate speculative methods and strategies in order to pre-
dict future trends. Emerging digital technologies, such as Ar-
tificial Intelligence (hereafter, AI), advanced robotics and au-
tonomous systems, lead to the creation of new products and 
services that allow for new opportunities for our economy and 
society, by creating new systems and complex environments 
that significantly improve people daily life. 

To narrow the scope of analysis within the broad sector of 
emerging digital technologies, the present work focus on the 
intertwining relation between the field of AI and robotics. 

One of the areas where research is much needed is tort lia-
bility: in addressing the regulation of accidents caused by ad-
vanced autonomous technology, such as complex AI on em-
bedded robotic system, jurists must assess whether tort liabil-
ity rules – as they are currently shaped – are suited to govern 
the various issues of complexity, while simultaneously hold-
ing on to their theoretical basis. Whether the current frame-
work proves itself to be inadequate and irreparably ‘out of 
tune’ with the new market dynamics, the only alternative will 
be to amend or renew it. 

Against this background, the aim of this work is to present 
the existing EU legal framework on liability, in particular, 
having regard to the product liability Directive. The book is 
outlined as such: in chapter one, I address several meanings of 
‘autonomy’, having regard to the philosophical, legal and en-
gineering understanding of this notion, within the complex in-
terrelation between AI and robotics. Chapter two sheds light 
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on the horizontal discussion on the manifold challenges posed 
by robotics and AI to private law (i.e., contractual, extra-con-
tractual, privacy and data protection, and IP) and, through a 
vertical perspective, addresses three different level of technol-
ogies (robots with no autonomy, robots with weak autonomy, 
and finally, advanced AI systems) constituting a model that 
ought to guide the legal analysis. Notwithstanding the crucial 
impact of these technologies on the field of privacy and data 
protection, on which section 2.1 will briefly dwell on, the in-
vestigation focuses on the feasibility of enforcing the existing 
EU product liability regime to such tripartition.  

Yet, since the last level of the model (i.e., advanced AI sys-
tems) is likely to bring disruptive effects into the domain of 
causality, in particular, taking into account machine learning 
algorithms and deep learning techniques, existing product lia-
bility rules may no longer be effective. Thus, chapter three 
will address product liability cornerstone concepts such as, in-
ter alia, ‘product’, ‘defectiveness’ and ‘burden of proof’ to 
investigate whether they are still sound legal basis in this con-
text. 

Chapter four aims at setting forth a multilevel approach in 
order to adapt Italian traditional civil liability regimes, such as 
vicarious liability, to advanced autonomous technologies. The 
analogies taken into consideration (autonomous systems 
deemed as minors, animals, employees or dangerous things) 
are quite provocative and aim to show how the enhanced abil-
ities of artificial agents and the broadening range of responsi-
bilities delegated to them will lead to comparisons with agents 
and other actors in diverse areas of law. 

Finally, chapter five concludes the manuscript by casting 
light on the recent developments, at EU level, in the debate on 
revising the existing legal frameworks or introducing new 
civil liability rules for artificial intelligence. After some final 
considerations – mainly from a legal-economic standpoint – 
on whether and to what extent existing liability rules are suit-
able for application to emerging digital technologies, the anal-
ysis focuses on the deliverables of the Expert Group on 
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liability and new technologies appointed by the Commission 
and the European Parliament Resolution of October 2020 on a 
civil liability regime for artificial intelligence. These last con-
siderations (section 5.2 and 5.3) have been necessarily added 
after the presentation and defence of the LM thesis (June 
2019), to bring up to date the discussion on the rapidly evolv-
ing question of the civil liability of autonomous systems.  
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Chapter I 
 

Robots and AI, a normative perspective 
 
 
 

1.1. The intertwining relationship between robotics and AI  
 

In order to develop an appropriate legal theory for robots and ar-
tificial intelligence (AI), the starting point is identifying, and sub-
sequently clarifying the nature of, the actors of our theorizing.  

The field of robots could be seen as the cross-disciplinary sec-
tor par excellence, since computer science, cybernetics, mathe-
matics, mechanical science, electronic science, neuroscience, 
and so on, converge in it.1  

Considering that even expert roboticists struggle with a clear 
definition of ‘robot’2, it is not an easy task to define what a ‘robot’ 
is. Nonetheless, there is a measure of consensus around the so-
called ‘sense-think-act cycle’3, a pattern used to shape human in-
telligence that has been so influential in the robotics and AI com-
munities. In turn, robotic could also be seen as a field of AI aimed 
at creating machines that sense the environment where they are 
posed, process what they sense, and act upon the world4. 

The notion of ‘AI’ includes the larger concept of ‘intelligence’. 
As pointed out by Durante, which highlights the conceptual de-
pendence of the notion of AI on the concept of ‘intelligence’, the 

 
1 U. PAGALLO, Robotica, in Manuale di informatica giuridica, edited by M. DU-

RANTE and U. PAGALLO, Utet giuridica, 2012, p. 143. 
2 R. CALO, A. M. FROOMKIN, I. KERR, Robot Law, Edward Elgar, 2016, p. 6. 
3 Inter alia, see G.A. BEKEY, Biologically inspired control of autonomous robots, 

vol. 18(1.2), Robotics and Autonomous Systems, 1996, p. 29; cfr. with R. PFEIFER and 
C. SCHEIER, Understanding Intelligence, A Bradford Book, 1999, p. 37; R. A. BROOKS, 
Intelligence without reason, Mit Artificial Intelligence Laboratory, 1991, p. 569 – 570.   

4 R. CALO, Robotics and the lessons of Cyberlaw, vol. 103(3), California Law Re-
view, 2015, p. 529. 
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research in the context of AI rests on two different and comple-
mentary paradigms, namely an epistemological and a heuristic 
one. The former founds its research on the inner workings of the 
human mind, whereas the latter bases its results on the themes of 
the production of rational-choice models, problem solving and 
gaining experience5. Therefore, the expression ‘AI’ should be clar-
ified insofar it refers to the science aimed at developing computa-
tional models of intelligent behavior, thus ensuring that ma-
chines/computer can perform tasks that they would require human 
intelligence6.  

The concept of AI was closely related with the sub-field of 
“symbolic AI”, which was very popular until the end of the 
1980s. Notwithstanding, in order to overcome some constraints 
of symbolic AI, “sub-symbolic methodologies such as neural net-
works, fuzzy systems, evolutionary computation and other com-
putational models started gaining popularity, leading to the term 
‘computational intelligence’ emerging as a subfield of AI”7, later 
addressed in Chapter four. 

All in all, the intertwining relationship between robotics and 
AI could be explained by saying that the former forces the latter 
to deal with real objects in the real world whereas “techniques 
and representations developed for purely cognitive problems, of-
ten in toy domains, do not necessarily extend to meet the chal-
lenge”8.  

AI has played, and continues to do so, a significant role in the 
rise of the robots by providing robots with the ‘intelligence’ in 
terms of connecting the sensing to the acting, raising the level of 
autonomy, ensuring a higher grade of adaptability to changing 
conditions, minimizing set-up time and cost and, enhancing 

 
5 M. DURANTE, L’Intelligenza artificiale nella prospettiva dell’informatica giuri-

dica, in Manuale di informatica giuridica, edited by M. DURANTE and U. PAGALLO, Utet 
giuridica, 2012, p. 92. 

6 G. SARTOR, Intelligenza Artificiale e Diritto: un’introduzione, Giuffrè Editore, Mi-
lano 1996, p. 9.  

7 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, Artificial Intelligence and 
Robotics, 2018, p. 2, https://arxiv.org/abs/1803.10813.  

8 M. BRADY, Artificial Intelligence and Robotics, in Robotics and Artificial Intelli-
gence, edited by M. BRADY, L.A. GERHARDT and H.F. DAVIDSON, NATO ASI Series, 
1984, p. 48. 
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7 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, Artificial Intelligence and 
Robotics, 2018, p. 2, https://arxiv.org/abs/1803.10813.  
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gence, edited by M. BRADY, L.A. GERHARDT and H.F. DAVIDSON, NATO ASI Series, 
1984, p. 48. 
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human productivity by letting computers face with growing 
quantities of the specification of program details9. 

Among the influent scholars in the field of robotics and AI, 
Brady was one of the first to suggest, in the late 1980s, that AI 
must have a key role in the field of robots “if the connection is to 
be intelligent”, since robotics is the field “concerned with the 
connection of perception to action”10.  

Based on the achievements made in mechatronics, electrical 
engineering and computer science, robotics is fostering develop-
ment through sophisticated sensorimotor functions that bestow 
the power of the robots to adapt to their ever-changing environ-
ment. Today, the system of industrial production can be inte-
grated more easily into an existing environment, whereas hitherto 
it has been organized around the machine itself; it has been cali-
brated basing on its environment, tolerating minimal variations11.  

Against this backdrop, the autonomy of a machine in an envi-
ronment can be subdivided into perceiving, planning and execu-
tion or, as seen before, ‘sense-think-act’. The main idea, there-
fore, of converging AI and robotics is to try to optimize the level 
of autonomy through learning processes; this level of intelligence 
can be assessed as the ability of predicting the future, as accu-
rately as possible, either in scheduling tasks, or in interacting 
with the environment where they are placed12.  

Even though building a complex autonomous system hosting 
human-like intelligence remains elusive, there have been many 
attempts to build intelligent robots; yet artificial agents are in-
creasingly present and crucial in our societies as they perform 
specialized autonomous tasks13, such as driving14, flying in both 

 
9 Ibidem, p. 49.  
10 Ibidem, p. 47. 
11 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, op. cit., p. 24. 
12 Ibidem. 
13 Ibidem. 
14 C. ROGERS, Google Sees Self-Driving Cars on Road within Five Years, Wall Street 

Journal, 14 January 2015. 
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artificial and natural environments15, swimming16, carrying loads 
and various items in different terrains17, picking up objects18 and 
putting them down19.  

‘Perception’ is a crucial challenge for the application of AI in 
robotics. Back in the ‘80s, scholars and technicians used to strug-
gle with severely limited perceptual abilities of commercially 
available robots20; nowadays, robots can sense the environment 
by means of integrated sensors or computer vision, as the im-
provement of both sensing and vision occurred in the last dec-
ade21. Perception is also crucial to the end of creating an artificial 
sense of robotic self-awareness.  

Historically, scholars used “to distinguish contact -including 
tactile and force sensing- and non-contact sensing -including pas-
sive sensing in both visual and non-visual spectral brands and 
active sensing using infra-red, sonar, ultrasound and millimeter 
radar”22; now, the debate on the interactions of the robot with 
other agents in the same environment, namely social robotics, is 
more focused on covering two broad domains: human-robot in-
teractions (HCI) and cognitive robotics23.  

 
15 D. FLOREANO and R. J. WOOD, Science, technology and the future of small auton-

omous drones, vol. 521, Nature, 2015, pp. 460-466. 
16 Z. CHEN, X. JIA, A. RIEDEL, and M. ZHANG, A bio-inspired swimming robot, Con-

ference Proceedings IEEE International Conference on Robotics and Automation 
(ICRA), 2014, pp. 2564-2564. 

17 Y. OHMURA and Y. KUNIYOSHI, Humanoid robot which can lift a 30kg box by 
whole body contact and tactile feedback, Conference Proceedings IEEE/RSJ International 
Conference on Intelligent Robots and Systems, 2007, pp. 1136-1141. 

18 Z. KAPPASSOV, J.-A. CORRALES, and V. PERDEREAU, Tactile sensing in dexterous 
robot hands—Review, vol. 74, Robotics and Autonomous Systems, 2015, pp. 195-220. 

19 H. ARISUMI, S. MIOSSEC, J.-R. CHARDONNET, and K. YOKOI, Dynamic lifting by 
whole body motion of humanoid robots, Conference Proceedings IEEE/RSJ International 
Conference on Intelligent Robots and Systems, 2008, pp. 668-675. 

20 M. BRADY, op.cit., p. 49. 
21 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, op. cit., p. 24. 
22 M. BRADY, op.cit., p. 49. 
23 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, op. cit., p. 24. 
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23 J. A. PEREZ, F. DELIGIANNI, D. RAVI and G. Z. YANG, op. cit., p. 24. 
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The intent of HCI is to enhance the robotic perception in terms 
of understanding human activities24, emotions25, non-verbal com-
munications26 and ultimately enabling artificial agents to navigate 
through a complex environment along with humans27.  

Instead, the field of cognitive robotics aims to equip robots and 
software agents with high-level cognitive functions such as rea-
soning over actions, goals and environments, as well as behav-
iour planning28 through autonomous learning abilities. 
Knowledge shall be acquired from sophisticated levels of percep-
tion based on imitation and experience29: cognitive robots must 
be able to reason about goals, space, events, actions and time; 
what to look for in the cognitive states of other agents; explain 
observations; perform tasks30.  

In conclusion, robotic artificial agents usually overlap with the 
field of AI since the latter would grant the former the ability to 
go further than performing pre-defined tasks, the long-term goal 
being acting similarly to humans31. We may “be misled if we in-
sist on too sharp a distinction between robotics and AI fields, be-
cause we do not yet know all the ways that technology will be 
developed and deployed”32. 

 
 

 
24 M. ASADA, Towards artificial empathy, vol. 7, International Journal of Social Ro-

botics, 2015, pp. 19-33.  
25 L. ZHANG, M. JIANG, D. FARID, and M. A. HOSSAIN, Intelligent facial emotion 

recognition and semantic-based topic detection for a humanoid robot, vol. 40(13), Expert 
Systems with Applications, 2013, pp. 5160-5168. 

26 N. MAVRIDIS, A review of verbal and non-verbal human–robot interactive com-
munication, vol. 63(1), Robotics and Autonomous Systems, 2015, pp. 22-35. 

27 T. KRUSE, A. K. PANDEY, R. ALAMI, and A. KIRSCH, Human-aware robot navi-
gation: A survey, vol. 61(12), Robotics and Autonomous Systems, 2013, pp. 1726-1743. 

28 M. BHATT, E. ERDEM, F. HEINTZ and M. SPRANGER, Cognitive robotics, vol. 
28(5), Journal of Experimental & Theoretical Artificial Intelligence, 2016, pp. 779-780. 
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1.2. Autonomous Robots: what does autonomy mean? 
 
It is necessary, for the purpose of this work, to narrow down the 
category of robots: consideration will be given only to autono-
mous and cognitive agents.  

Therefore, a clear statement on what we consider ‘autonomy’ 
is of utmost importance since the term is strictly connected to an 
advanced and complex form of control systems aimed at remov-
ing the dependency on human intervention. When compared to 
other forms of control, such as a tele-operated system, which still 
relies on a human operator both for the acquisition of data and 
the decision-making process, an autonomous system acquires in-
puts and makes decisions by its own in the environment where it 
has been placed33. 

The field of robots is not exempt from ‘anthropomorphism’. 
Robots are given human characteristics with a view to helping us 
rationalize a situation: anthropomorphic activity helps us to deal 
with not familiar situations and intangibles34. 

Anthropomorphism could be responsible for augmenting the 
level of users’ expectations towards the actual capabilities of an 
autonomous robot, or for making them believe that autonomous 
robots are truly technologically independent i.e., having a “will 
of their own”: in this sense, there is a real risk of overconfidence 
of the AI-Robotic field, generated by its own storytelling. There-
fore, anthropomorphism may risk to foster, especially from the 
user perspective, a generalized understanding which seemingly 
ignore that robots are animated by mysterious mechanisms, or 
even ‘souls’, but are rather deterministic, moved by causal links, 
which have been programmed by human beings. 

Nonetheless, this argument may be true if the system under 
investigation is intended as a tool and not when the effort is to 

 
33 C. LEROUX, R. LABRUTO, C. BOSCARATO, F. CAROLEO, J. GÜNTHER, S. LÖFFLER, 

F. MÜNCH, S. BECK, E. MAY, C. Huebert-Saintot, M. de COCK BUNING, L. BELDER, R. 
de BRUIN, A. BONARINI, M. MATTEUCCI, P. SALVINI, B. SCHAFER, A. SANTOSUOSSO, E. 
HILGENDORF, Suggestion for a green paper on legal issues in robotic, 2012, p. 11.  

34 B.R. DUFFY, Anthropomorphism and the Social Robot, vol. 42(3-4), Robotics and 
Autonomous Systems, 2003, p.180.  


